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Abstract

The paper presents the effect of the processor time quantum size on the training speed of
neural network. The Windows Server 2019 operating system was chosen as the operating
environment, where the training speed of the neural network was analyzed with various system
settings. A convolutional neural network was used as the object of research.To speed up the training
of the neural network, a method based on the use of automatic command merging and a decrease in
the processor time quantum size was used. The obtained results allow optimizing the training
processes of neural networks in multitasking environments, ensuring an increase in the overall
performance of the system. An analysis of the relationship between the parameters of planning
computing resources and the training speed was carried out, and recommendations for optimizing
systems taking into account the specifics of neural networks were proposed.

Keywords: batching, clockers, hyperparameter, convolutional neural network, failover
cluster, operating environment, processor time quantum.

Introduction
The performance of neural network training heavily depends on the hardware. However, in

addition to the architectural solutions of the equipment - the number of CPU (Central Processing
Unit) and GPU (Graphics Processing Unit), the type and volume of long-term HDD/SSD (Hard
Disk Drive, HDD/Solid-State Drive, SSD) and short-term (Random Access Memory, RAM) data
storage devices, the transfer rate of the system bus, a parameter that often remains outside the
attention of researchers of systems using machine learning (ML) - the quantum of processor time® -
has a significant impact on the speed and stability of training. The processor time quantum is
especially important in situations where the processor resources are divided between several tasks,
such as when training a neural network under conditions of limited access to dedicated computing
nodes. In such a case, the length of the processor time quantum determines how often the training
task will have access to the processor and how smoothly sequential computations will be processed.
If the time quantum is too small, the processor will frequently switch between tasks, creating

! Processor time quantum - this parameter defines the minimum time interval during which the processor allocates
resources to perform a specific task.
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additional load on the system due to context switches. This may lead to decreased performance and
increased training time of the neural network. On the other hand, too large a time quantum may
cause delays in processing 1/O tasks. Thus, proper configuration of the processor time quantum
becomes critical for optimal use of computing resources. For different operating environments, the
value of the processor time quantum is different.

The values of the processor time quantum for the Windows operating systems (OS) that
served as the platform for this research presented in Tab. 1 [1-3].

Table 1
The value of the quantum of processor time for Windows operating systems
Quantum of time
Operating system processor Note
(ms)
Windows 7 15-30 Depends on power rr_lode. The scheduler is focused on the
balance of interactivity and performance.
Windows 10 15-30 _Uses a scheduler with d)_/namlc quantum management. The
interval changes depending on the system activity.
Windows 11 15-30 Slml_lar to V_deows 10, optimized for new processors and
hybrid architectures.
Windows Server 120 Optimized for server tasks with minimal context switching
2012, 2016 frequency.
Windows Server Expanded support for containers and cloud solutions,
120 T .
2019 optimization for long-term calculations.
Windows Server Security and performance improvements for large server
120
2022 workloads.

When training neural networks on computers united in clusters, it is important to correctly
configure the processor time quantum depending on both the type of neural network being trained
and its parameters/hyperparameters?.

A pressing task is to determine the optimal time quantum value to increase the
learning/response speed in parallel computations, such as distributed training of a neural network
(networks) on several nodes. Researchers in ML systems offer various solutions to this problem [6-
9] each of which has certain limitations. However, the method of accelerating the training of neural
networks by changing the automatic combination of commands (batching®) with a parallel change
in the quantum of the processor has not been considered.

The novelty of the research lies in the application of methods for changing the batching size
and the parameters of the quantum of the processor to increase the speed of training of a
convolutional neural network.

Conflict Setting
It is necessary to obtain the optimal value of the processor time quantum for a given
operating system when training a neural network.

2 Hyperparameters of a neural network are parameters of a ML model that are set before training begins.
Hyperparameters, unlike parameters, are unchanged during the training process [4, 5].
¥ Batching (ML) is changing multiple weights in different layers of neural networks with one command.
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Discussion
By changing the values of the processor time quantum for a given OS, as well as modifying
the batching value for the convolutional neural network code, obtain the most effective value for the
learning speed.
Boundary condition
* at a given point in time, only one neural network is trained,
* training was carried out based on only the CPU, on computers united in a cluster.
Experimental procedures
A computing cluster* (Fig. 1) consisting of 12+1 computers was deployed under Windows
Server 2019 Standard (build 17763). The Failover cluster [10] and Hyper-V [11] roles are activated
and configured in the OS. The computing cluster is configured using the SAN (Storage Area
Network, SAN) architecture.

Neode 0-5

W= ff

Share & Quorum HDD|

Control PC

Node 6-11

Fig. 1 Diagram of the computing cluster

The computers are connected two local networks (control and data transmission) using two
network interfaces. A common storage is implemented on a separate computer and a quorum disk is
activated. The OS has Tensor Flow software [12] installed, in which a convolutional neural network
is deployed. The processor time quantum was changed according to the description presented in
[13]. The control of the change in the quantum of processor time for the Windows OS was carried
out by the Clockres software [14, 15].

Research was carried out with different values of
the hyperparameters of the convolutional neural network.
Fig. 2 show the modified values of the processor time
quantum for the Windows Server 2019 OS used in the

research.
Fig. 2 Processor time quantum
value for Windows Server 2019 OS

The processor time quantum was changed in the range of 100+30 ms (the value of 30 ms
corresponded to the upper value of the client version of Windows OS). In all cases, testing was

* Parameters of a single computer: CPU-i9, RAM 16Gb.
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performed with the security software disabled and the OS updated to the current state [16]. The
batching of processes was changed separately based on the developed script.
Training was carried out in three stages:
e training with the standard value of the processor time quantum with the batching change

script disabled,
e training with the changed value of the processor time quantum, with the batching change

script disabled,
e training with the changed value of the processor time quantum with the batching change

script enabled.

The learning rate was compared with the learning rate at the standard, upper value of the
processor time quantum (120 ms) for the given OS.

The reliability of the output values of the trained neural network was checked by comparing it
with the a priori known output values of the neural network trained in the research [17] (reference
network).

The comparison was performed by WinMerge software [18].

Research Results

The research results change in learning rate at different values of the processor time
quantum are presented in Tab. 2. The dependence of the learning rate on the value of the processor
time quantum is shown in Fig. 3.

Table 2
Results of the research on changes in learning speed
Convolutional neural network Convolutional neural network
Value of quantum learning rate increment*(%) / learning rate increment*(%) /
0S of processor time confidence (%) confidence (%)
(ms) Number of layers Number of layers
3 5 7 3 5 7
100 0.6/97 0.5/98 0.2/95 0.9/96 0.7/92 0.4/97
90 0.8/95 0.4/90 0.4/88 0.8/98 1.0/92 0.8/93
80 1.3/96 0.9/91 0.6/81 1.7/95 1.6/88 0.8/90
V\’S'vaoe‘:"s 70 1.8/85 1.3/90 | 08/88 | 2.5/92 1.9/90 1.2/87
2019 60 2.4/97 1.6/85 0.8/83 3.7/89 2.6/91 1.8/89
50 3.7/96 2.3/88 0.9/85 4.3/91 2.9/94 1.9/92
40 3.2/94 2.1/90 1.1/82 4.0/88 2.3/89 1.5/89
30 2.6/92 1.9/89 1.0/82 3.7/91 2.2192 1.3/90

* learning speed with batching disable,
** learning speed with batching enable.
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Fig. 3 Dependence of the learning rate on the

guantum of processor time

Based on the experiment, the following conclusions can be drawn:

= the optimal value of the processor time quantum for Windows Server 2019 OS when
training a convolutional neural network is in the range of (40+60) ms,

= the increase in the learning rate at the optimal value is (3.7+4.3)%,

= reliability, with an increase in the learning rate, decreases on average by (3+13)%.

Conclusion

The paper considers a model for accelerating the training of a convolutional neural network
based on a hardware cluster with a variable value of the quantum of processor time and software
optimization. The change in the quantum of processor time was controlled by the Clockres utility
from the Sysinternals software package.

It was determined that in all cases, when the quantum of processor time is reduced, the
training speed increases, with a parallel decrease in the reliability of output values. Using a large
quantum of time allows ensuring the stability of long-term computing processes.

For deep networks (7+ layers), it is recommended to use server OS. For small and medium
networks with less intensive calculations, client OS or server OS with a minimum quantum of
processor time may be optimal.
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HNCCIEAOBAHUME MOJEJIA IIOBBIINEHUA CKOPOCTH
OBYYEHMS HEHPOHHOM CETH B OITEPAITMOHHOM CUCTEME WINDOWS

T.B. lxamrapsia

Hayuonanenuiii nonumexuuueckuii yHusepcumem Apmenuu

B craree paccmarpuBaercs BIMSHHME pa3Mepa KBaHTa BPEMEHU IIpolieccopa Ha CKOpPOCThb
o0y4eHHs HEHpPOHHBIX ceTeil. B kauecTBe omepanMoHHON cpelbl BRIOpaHa onepalioHHasi CUCTeMa
Windows Server 2019, rae aHanu3upoBaiach CKOPOCTh 0OyUSHHsI HEUPOHHOM CETH TIPU Pa3InIHBIX
HacTpoWKkax cucTembl. i1 yckopeHus oO0ydeHUss HEMpOHHOM CETH HCIOJIb30BAJICS METOJ Ha
OCHOBE IIPUMEHECHMS aBTOMATHYECKOTO COBMEIICHMS KOMaHJ U YMCHBIIECHUE pa3Mepa KBAaHTa
BpeMeHM Ipoueccopa. IIpoBeneH aHanu3 B3aMMOCBA3M MEXKIY IapamMeTpaMu IUIAHUPOBAHMS
BBIUUCIIUTENIBHBIX PECYPCOB M CKOPOCTBbIO OOYUYEHMsI, a TaKKe MPEAJOkKEHbl PEKOMEHJALUHU IO
ONITUMH3AIMU CUCTEM C YUETOM crielu (KN pabOThl HEHPOHHBIX CEeTEH.

Knwuesvle cnosa: runepnapaMerp, ONepallMoOHHAas cpefa, KBaHT BPEMEHHU Mpolieccopa,
CBepTOYHas HeHpoHHas ceTh, batching, clockres, failover cluster.
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