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Abstract 
The paper presents the effect of the processor time quantum size on the training speed of 

neural network. The Windows Server 2019 operating system was chosen as the operating 
environment, where the training speed of the neural network was analyzed with various system 
settings. A convolutional neural network was used as the object of research.To speed up the training 
of the neural network, a method based on the use of automatic command merging and a decrease in 
the processor time quantum size was used. The obtained results allow optimizing the training 
processes of neural networks in multitasking environments, ensuring an increase in the overall 
performance of the system. An analysis of the relationship between the parameters of planning 
computing resources and the training speed was carried out, and recommendations for optimizing 
systems taking into account the specifics of neural networks were proposed. 

 
Keywords: batching, clockers, hyperparameter, convolutional neural network, failover 

cluster, operating environment, processor time quantum. 
 
Introduction  
The performance of neural network training heavily depends on the hardware. However, in 

addition to the architectural solutions of the equipment - the number of CPU (Central Processing 
Unit) and GPU (Graphics Processing Unit), the type and volume of long-term HDD/SSD (Hard 
Disk Drive, HDD/Solid-State Drive, SSD) and short-term (Random Access Memory, RAM) data 
storage devices, the transfer rate of the system bus, a parameter that often remains outside the 
attention of researchers of systems using machine learning (ML) - the quantum of processor time1 - 
has a significant impact on the speed and stability of training. The processor time quantum is 
especially important in situations where the processor resources are divided between several tasks, 
such as when training a neural network under conditions of limited access to dedicated computing 
nodes. In such a case, the length of the processor time quantum determines how often the training 
task will have access to the processor and how smoothly sequential computations will be processed. 
If the time quantum is too small, the processor will frequently switch between tasks, creating 

                                                           
1 Processor time quantum - this parameter defines the minimum time interval during which the processor allocates 

resources to perform a specific task. 
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additional load on the system due to context switches. This may lead to decreased performance and 
increased training time of the neural network. On the other hand, too large a time quantum may 
cause delays in processing I/O tasks. Thus, proper configuration of the processor time quantum 
becomes critical for optimal use of computing resources. For different operating environments, the 
value of the processor time quantum is different.  

The values of the processor time quantum for the Windows operating systems (OS) that 
served as the platform for this research presented in Tab. 1 [1-3]. 

                                                                                                                                         Table 1 
          The value of the quantum of processor time for Windows operating systems 

Operating system 
Quantum of time 

processor 
(ms) 

Note 

Windows 7 15–30  Depends on power mode. The scheduler is focused on the 
balance of interactivity and performance. 

Windows 10 15–30  Uses a scheduler with dynamic quantum management. The 
interval changes depending on the system activity. 

Windows 11 15–30  Similar to Windows 10, optimized for new processors and 
hybrid architectures. 

Windows Server 
2012, 2016 120  Optimized for server tasks with minimal context switching 

frequency. 

Windows Server 
2019 120  Expanded support for containers and cloud solutions, 

optimization for long-term calculations. 

Windows Server 
2022 120  Security and performance improvements for large server 

workloads. 

 
When training neural networks on computers united in clusters, it is important to correctly 

configure the processor time quantum depending on both the type of neural network being trained 
and its parameters/hyperparameters2.  

A pressing task is to determine the optimal time quantum value to increase the 
learning/response speed in parallel computations, such as distributed training of a neural network 
(networks) on several nodes. Researchers in ML systems offer various solutions to this problem [6-
9] each of which has certain limitations. However, the method of accelerating the training of neural 
networks by changing the automatic combination of commands (batching3) with a parallel change 
in the quantum of the processor has not been considered.  

The novelty of the research lies in the application of methods for changing the batching size 
and the parameters of the quantum of the processor to increase the speed of training of a 
convolutional neural network. 

 
Conflict Setting 
 It is necessary to obtain the optimal value of the processor time quantum for a given 

operating system when training a neural network. 
                                                           
2 Hyperparameters of a neural network are parameters of a ML model that are set before training begins. 

Hyperparameters, unlike parameters, are unchanged during the training process [4, 5]. 
3 Batching (ML) is changing multiple weights in different layers of neural networks with one command. 
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Discussion  
By changing the values of the processor time quantum for a given OS, as well as modifying 

the batching value for the convolutional neural network code, obtain the most effective value for the 
learning speed. 
 Boundary condition 

• at a given point in time, only one neural network is trained, 
• training was carried out based on only the CPU, on computers united in a cluster. 

Experimental procedures 
A computing cluster4 (Fig. 1) consisting of 12+1 computers was deployed under Windows 

Server 2019 Standard (build 17763). The Failover cluster [10] and Hyper-V [11] roles are activated 
and configured in the OS. The computing cluster is configured using the SAN (Storage Area 
Network, SAN) architecture. 

 
Fig. 1 Diagram of the computing cluster 

 
The computers are connected two local networks (control and data transmission) using two 

network interfaces. A common storage is implemented on a separate computer and a quorum disk is 
activated. The OS has Tensor Flow software [12] installed, in which a convolutional neural network 
is deployed. The processor time quantum was changed according to the description presented in 
[13]. The control of the change in the quantum of processor time for the Windows OS was carried 
out by the Clockres software [14, 15]. 

 Research was carried out with different values of 
the hyperparameters of the convolutional neural network. 
Fig. 2 show the modified values of the processor time 
quantum for the Windows Server 2019 OS used in the 
research. 

Fig. 2  Processor time quantum  
value for Windows Server 2019 OS 

 
The processor time quantum was changed in the range of 100÷30 ms (the value of 30 ms 

corresponded to the upper value of the client version of Windows OS). In all cases, testing was 
                                                           
4 Parameters of a single computer: CPU-i9, RAM 16Gb. 
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performed with the security software disabled and the OS updated to the current state [16]. The 
batching of processes was changed separately based on the developed script. 

 Training was carried out in three stages: 
• training with the standard value of the processor time quantum with the batching change 

script disabled, 
• training with the changed value of the processor time quantum, with the batching change 

script disabled, 
• training with the changed value of the processor time quantum with the batching change 

script enabled. 
The learning rate was compared with the learning rate at the standard, upper value of the 

processor time quantum (120 ms) for the given OS.  
The reliability of the output values of the trained neural network was checked by comparing it 

with the a priori known output values of the neural network trained in the research [17] (reference 
network).  

The comparison was performed by WinMerge software [18].  
 
Research Results    
The  research results change in learning rate at different values of the processor time 

quantum are presented in Tab. 2. The dependence of the learning rate on the value of the processor 
time quantum is shown in Fig. 3. 

                                                                                                                              Table 2 
                      Results of the research on changes in learning speed 

 
 
 
 

OS 
Value of quantum 
of processor time 

(ms) 

Convolutional neural network 
learning rate increment*(%) / 

confidence (%) 

Convolutional neural network 
learning rate increment*(%) / 

confidence (%) 

Number of layers Number of layers 
3 5 7 3 5 7 

Windows 
Server 
2019 

100 0.6/97 0.5/98 0.2/95 0.9/96 0.7/92 0.4/97 
90 0.8/95 0.4/90 0.4/88 0.8/98 1.0/92 0.8/93 
80 1.3/96 0.9/91 0.6/81 1.7/95 1.6/88 0.8/90 
70 1.8/85 1.3/90 0.8/88 2.5/92 1.9/90 1.2/87 
60 2.4/97 1.6/85 0.8/83 3.7/89 2.6/91 1.8/89 
50 3.7/96 2.3/88 0.9/85 4.3/91 2.9/94 1.9/92 
40 3.2/94 2.1/90 1.1/82 4.0/88 2.3/89 1.5/89 
30 2.6/92 1.9/89 1.0/82 3.7/91 2.2/92 1.3/90 

 
** learning speed with batching disable, 
** learning speed with batching enable. 
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Fig. 3 Dependence of the learning rate on the  

quantum of processor time 
 
Based on the experiment, the following conclusions can be drawn:  
 the optimal value of the processor time quantum for Windows Server 2019 OS when 

training a convolutional neural network is in the range of (40÷60) ms, 
 the increase in the learning rate at the optimal value is (3.7÷4.3)%, 
 reliability, with an increase in the learning rate, decreases on average by (3÷13)%. 

 
Conclusion 
The paper considers a model for accelerating the training of a convolutional neural network 

based on a hardware cluster with a variable value of the quantum of processor time and software 
optimization. The change in the quantum of processor time was controlled by the Clockres utility 
from the Sysinternals software package.  

It was determined that in all cases, when the quantum of processor time is reduced, the 
training speed increases, with a parallel decrease in the reliability of output values. Using a large 
quantum of time allows ensuring the stability of long-term computing processes.  

For deep networks (7+ layers), it is recommended to use server OS. For small and medium 
networks with less intensive calculations, client OS or server OS with a minimum quantum of 
processor time may be optimal. 
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ՆԵՅՐՈՆԱՅԻՆ ՑԱՆՑԻ ՈՒՍՈՒՑՄԱՆ ԱՐԱԳՈՒԹՅԱՆ ԲԱՐՁՐԱՑՄԱՆ  

ՄՈԴԵԼԻ ՀԵՏԱԶՈՏՈՒԹՅՈՒՆ WINDOWS ՕՊԵՐԱՑԻՈՆ ՀԱՄԱԿԱՐԳՈՒՄ 
 

Թ.Վ. Ջամղարյան  
Հայաստանի ազգային պոլիտեխնիկական համալսարան 

 
Հոդվածում ներկայացված է պրոցեսորի ժամանակի քվանտի չափի փոփոխման 

ազդեցությունը նեյրոնային ցանցի ուսուցման արագության վրա: Փորձերն անցկացվել են 
Windows Server 2019 Standard օպերացիոն համակարգի միջավայրում: Հետազոտության 
արդյունքները ցույց են տալիս, որ բատչինգի մեթոդի կիրառումը և պրոցեսորի ժամանակի 
քվանտի չափը նվազեցնելն արագացնում է փաթույթային նեյրոնային ցանցի ուսուցումը 
հաշվողական ռեսուրսների ավելի ռացիոնալ բաշխման շնորհիվ: Ստացված արդյունքները 
թույլ են տալիս լավարկել նեյրոնային ցանցերի ուսուցման գործընթացները 
բազմաֆունկցիոնալ միջավայրերում։ 
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ИССЛЕДОВАНИЕ МОДЕЛИ ПОВЫШЕНИЯ СКОРОСТИ 
ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ В ОПЕРАЦИОННОЙ СИСТЕМЕ WINDOWS 

 
Т.В. Джамгарян 
Национальный политехнический университет Армении 

 
В статье рассматривается влияние размера кванта времени процессора на скорость 

обучения нейронных сетей. В качестве операционной среды выбрана операционная система 
Windows Server 2019, где анализировалась скорость обучения нейронной сети при различных 
настройках системы. Для ускорения обучения нейронной сети использовался метод на 
основе применения автоматического совмещения команд и уменьшение размера кванта 
времени процессора. Проведен анализ взаимосвязи между параметрами планирования 
вычислительных ресурсов и скоростью обучения, а также предложены рекомендации по 
оптимизации систем с учётом специфики работы нейронных сетей. 

 
 Ключевые слова։ гиперпараметр, операционная среда, квант времени процессора, 

сверточная нейронная сеть, batching, clockres, failover cluster. 
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