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Abstract

The paper presents the effect of changing the duration of the quantum of processor time
on the efficiency of neural network training in the Linux environment. The speed of training of
a convolutional neural network is considered with different parameters of the computing
cluster. The obtained results demonstrate the possibilities of optimizing neural network training
in a multitasking environment, increasing the overall computational efficiency.

A detailed analysis of the relationship between resource allocation strategies and
training speed is carried out, and recommendations for configuring Linux systems for working
with neural networks are proposed.

Keywords: batching, completely fair scheduler, mathplotlib, hyperparameter, convolutional
neural network, failover cluster, operating environment, processor time quantum.

Introduction

The training neural networks on computing clusters without the use of GPU (Graphics
Processing Unit), an important condition for increasing the speed of training is the choice of
the operating system (OS) and its configuration. One of the configuration parameters is the size
of the quantum of processor time. In Linux OS, this parameter is controlled by the task
scheduler, which supports various algorithms (O(1) scheduler, CFS, EEVDF)! [1] and resource
management mechanisms such as cgroups? [2]. Optimizing the size of a quantum of processor
time is especially relevant in multitasking computing environments, for example, in distributed

1O (1) scheduler - a kernel scheduling algorithm that can schedule processes for a constant period of time,
regardless of how many processes are running in the operating system.
CFS (Completely Fair Scheduler) - a kernel scheduling algorithm that uses a red-black binary search tree based
on the waiting time for a single process to execute.
EEVDF (Earliest eligible virtual deadline first) - a priority distribution algorithm for limited real-time systems.
2 cgroups - is an OS kernel mechanism that allows you to limit the use, keep track of, and isolate the consumption
of system resources (processor, memory, disk 1/O, network, etc.) at the process collection level.
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training of artificial neural networks. By default, most modern Linux distributions, such as
Ubuntu, Debian, CentOS, openSUSE, Red Hat, and Fedora, use the CFS scheduler, which
dynamically manages time slices based on process priorities (some Linux distributions with
kernel versions higher than 6.6 may also use the EEVDF algorithm).

CFS does not have a fixed CPU time slice value, but instead calculates it based on
various factors, including system load and CPU (Central Processing Unit) task priorities. In
early versions of the Linux kernel, the CPU time slice was fixed at 100 or 120 milliseconds,
which is comparable to server versions of Windows [3]. CPU time slice values for various
Linux distributions are presented in Tab. 1.

Table 1
The value of the quantum of processor time in different Linux distributions
Quantum of processor time (ms)
(OF] Scheduler Note
Server OS Client OS
version version
i i Use cgroups for priority
Ubuntu CFS 10-100 4-10 management
Debian CFS 10-100 4-10 Similar to Ubuntu
10-100 Optimized for server and
openSUSE CFS/EEVDF 410 6-15 P desktop solutions
10-100 i Use cgroups and rtprio to
Red Hat CFS/EEVDF 4-10 6-15 manage priorities
10-100 It is possible to change
Fedora CFS 6-10 10-12 the planning mechanism

Linux OS is the main platform for deploying software for training artificial neural
networks [4], an urgent task is to determine both the OS parameters and the optimal value of
the processor time quantum to increase the speed of training/reaction in parallel computing.

A separate task is the task of synchronizing the CFS of the cluster nodes, since different
loads on the OS nodes generate different CFS values of a single node from the cluster, which
ultimately reduces the overall performance of the computing cluster. Machine learning (ML)
researchers offer various solutions to the problem of choosing the optimal value of the processor
time quantum [5-10], each of which has certain limitations.

However, the method of accelerating the training of neural networks by centralized
change of the processor time quantum and synchronous batching of the code during
instrumental tuning of the Linux OS has not been considered. The closest research to this one
is [10], however, this study was conducted on GPU. Also the research [10] was not carried
instrumental tuning of the OS out due to the proprietary nature of the source code.The novelty
of the research lies in the centralized, synchronous for all nodes change of the quantum of
processor time and batching of the code, with the instrumental adjustment of the OS.
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Conflict Setting
It is necessary to determine the optimal value of the processor time quantum for Linux
OS when training a convolutional neural network.

Discussion
Synchronously for all cluster nodes, by changing the value of the processor time
guantum, determine the most effective value for the learning speed.
Boundary condition
* training was carried out only on the basis of CPU,
* at a given point in time, only one neural network is trained,
» Ubuntu Server OS was used as the operating environment for the study. Other Linux OS
distributions were not considered,
» the script for changing the quantum of processor time was installed on all nodes of the cluster
and synchronized with the quorum node.
Experimental procedures
The researchs used a computing cluster® consisting of 12+1 nodes united in a network
(Fig. 1) running Ubuntu Server 22.04 OS [11]. TensorFlow [12] was used as a ML framework.
Computing resources were managed by centralized changes to:
» machine learning library process priorities,

* system timer (processor time quantum) of cluster nodes,
* the number of CPU cores of cluster nodes involved in computations.

Node 0-5

WA

Share & Quorum HDD

Control PC

Node 6-11

Fig. 1 Diagram of the computing cluster

The change of the quantum of processor time was performed using a script. Fig. 2-9
shows the configuration values of the Ubuntu Server 22.04 OS for different operating modes
of a single node.

The following parameters were subject to adjustment:

3 Single computer (node) parameters: CPU-i9, RAM 16Gb
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* the number of CPU cores. For training, 6 physical CPU cores out of 10 on each node were
used (Fig. 2),

» the values of the system timer (Fig. 3-6). The value of the quantum of processor time in this
version (build) of the Ubuntu 22.04 OS is related to the value of the system timer in the ratio
N/10 (N is the number of ticks of the system timer). The change of the value of the system timer
was verified by the getconf CLK_TCK command (Fig. 7),

* the execution priority PPID (Parent Process IDentificator) of the Tensor Flow software
(Fig. 8, 9) [13, 14].

n-8-12@node-8: ~

: S lscpu | grep "CPU(s)"

: 10
On-line list: 0-9
NUMA node® E 0-9

I~9
: S
Fig. 2 Checking available CPU cores on a single node

n-8-12@node-8: ~ Q

: S grep "CONFIG _HZ" /boot/config-S(uname -r)
& _PERIODIC is not set
= 100=y
_250 is not set
B _300 is not set
S _1000 is not set
=100
P9

Fig. 3 System timer value 10 ms (default value)

n-8-12@node-8: ~ Q

: S grep "CONFIG_HZ" /boot/config-S(uname -r)
3 _PERIODIC is not set
3 _100 is not set
_ZSO:y
# Lo .. _._300 is not set
3 _1000 is not set
=250
9

Fig. 4 System timer value 25 ms

n-8-12@node-8: ~ Q

: S grep "CONFIG_HZ" /boot/config-S(uname -r)
_PERIODIC is not set
_100 is not set

_250 is not set
300=y
1000 is not set
=300
P9

Fig. 5 System timer value 30 ms
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n-8-12@node-8: ~ Q

:S grep "CONFIG_HZ" /[boot/config-S(uname -r)
_PERIODIC is not set
_100 is not set
_250 is not set
_300 is not set
_1000=y

9
Fig. 6 System timer value 100 ms

n-8-12@node-8: ~
: S getconf CLK_TCK
: S getconf CLK_TCK
: § getconf CLK_TCK

: S getconf CLK_TCK

P9
Fig. 7 Verifying the change of system timer values

n-8-12@node-8: ~

[ : S chrt -m
SCHED_OTHER min/max priority : 0/0
SCHED_FIFO min/max priority : 1/99
SCHED_RR min/max priority : 1/99
SCHED_BATCH min/max priority : 0/0
SCHED_IDLE min/max priority : 0/0
SCHED_DEADLINE min/max priority : 0/0
L

minimum and maximum valid priorities

Fig. 8 Process execution priority thresholds

n-8-12@node-8: ~

: $ sudo chrt -a -b -p @ 13435 < — Temsow Flow PPID
$=9
=9

Fig. 9 Changing the execution priority of the Tensor Flow parent process

Training was carried out in two stages:

% training without synchronizing the quantum of processor time in the cluster nodes, with the
batching change script disabled and without additional OS configuration (Tab. 2).
Increasing the priority of the Tensor Flow process, fixing the number of CPU cores, and
dynamically changing the system timer in the nodes were not performed,

% training with synchronized values of the quantum of processor time (10, 25, 30, 100 ms)
in the cluster nodes, with the batching change script enabled and the OS configured for the
training task (Tab. 3).

Research Results
The research results of the change in the learning rate with different values of the
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quantum of processor time are presented in Tab. 2-3.

Table 2
Learning rate of neural networks without synchronization of the quantum of processor
time and the disabled script for changing batching

Convolutional Neural Network Convolutional Neural Network
Value of Learning Rate Increment (%) / The value of Learning Rate Increment (%) /
quantum of Accuracy (%) g}e ?gigégg Accuracy (%)
processor ptime
time
Ubuntu (ms) Number of layers ~ (ms). Number of layers
Server Fixed values
Based on CFS
d 3 5 7 3 5 7
22.04 algorithm
0.77/97 | 0.61/94 | 0.38/93 100 0.62/96 0.7/92 | 0.4/97
0.96/94 | 0.74/90 0.54/88 30 0.74/98 1.0/92 | 0.8/93
1.57/871 | 1.12/84 0.8/81 25 0.81/90 1.6/88 0.82/87
1.74/85 0.41/80 0.24/88 10 1.3/95 1.9/90 1.2/87
Table 3

Neural network training speed with synchronized values of the processor
time quantum and the enabled batching change script

Convolutional Neural Network Learning Rate Increment
The value of the (%) / Accuracy (%)
quantum of
processor
time
(ms). Number of layers
Ubuntu Server 22.04 Fixed values
3 5 7
100 2.1/96 2.2/93 1.1/91
30 2.8/98 1.0/98 1.2/92
25 3.87/95 2.82/95 1.8/95
10 2.5/92 2.1/92 1.4/90

The graphs of the dependence of the learning speed and reliability on the quantum of
processor time for different numbers of layers of the neural network are shown in Fig. 10, 11.
The reliability of the output values of the trained neural network was checked by comparing it
with the a priori known output values of the neural network trained in the study [15] (reference
network). The comparison was carried out using the ssdeep software [16].

Based on the conducted research, the following conclusions can be made:

+ optimal balance is achieved with a fixed quantum of 10-30 ms,

+ the best balance of speed and accuracy is observed with a quantum of 25-30 ms,
* CFS quantum provides more stable operation, but with less acceleration,

+ a fixed value of the processor time quantum gives a higher speed increase.
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~o— CFS Speed (3 layers) 97.5
175 v = GFS Snoed (5 lyesw = :
L= H —— CFSSpeEd (7 layarl] ® .
£ ! Ze— Fixed Speed (3 layers) " 95.0
o 1.50 —a— Fixed Speed (5 layers)
g e —————— Ly 7 oy Ul L g
g 1.25 -o~ CFS Accuracy {3 layers) 3
E . -®~ CFS Accuracy (5 layers) _ 90.0 ;
= o~ CFS Accuracy (7 layers) < 2
@ 1.00 =&~ Fixed Accuracy (3 layers) 5
a —e- Fixed Accuracy (S layers) " 875 &
©0.75 —a= Fixed Accuracy (7 layers) <
g ‘ —- -850
2
9 0.50 -82.5
0.25 -80.0
10 25 30 100
CPU Time Quantum (ms)
Fig. 10 Learning speed using CFS
Pesan —&— Leaming Speed (3 layers) - 98
35 " \‘\\ ~~~~~~~~~~ -8 Leaming Speed (5 layers)
o ! \‘\\\ ~~~~~~ :!-:‘Le_yvmng Speed (7 layers) - 97
3 NS -e- Actomey (3 layers)
<30 ‘\\\ -~ Accuracy {5 layersi~~-e -0
g Accuracy (7 layers)
g -95 ¢
£ 25f -
- -94 ‘é
g 2
n 2.0 93 3
o
£
E |9 =i \eeaaoe ——— -92
§ e e s =
""" -91
1.0 =90
10 25 30 100
CPU Time Quantum (ms)
Fig. 11 Learning speed for a fixed value of the
guantum of processor time
Conclusion

The research considers a model for increasing the training speed of a convolutional
neural network based on a hardware cluster running under Linux OS. It is determined that
setting a fixed value of the processor time quantum and instrumental adjustment of other
parameters (increasing the priority of the neural network process, adjusting OS parameters,
centralized synchronization, using batching) allows increasing both the reliability and the
training speed of a convolutional neural network by an average of (2.5+3)% relative to the
standard CFS scheduler, depending on the network depth.

With an increase in the number of neural network layers, in order to reduce fluctuations
in the time of interprocessor exchange in the cluster, it is necessary to increase the processor
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time quantum, which reduces the speed and/or reliability. Using cgroups to control CPU
resources allows only a partial solution to this problem under multi-threaded load. In all cases,
even with limited resources, it is possible to achieve acceleration of neural network training.
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fo.4d. Qudinwpyuu
Lwywuipwibih wqquuhtl wynihipbfuthuiljul hwdwowpwtb

<nnyjwdnud ubpyujwgywsd  ypngbiunph dwdwuwyh pJwtnp wnbnnnipjwu thnthnfudwt
wgnbgnieniup  Linux  dhowdwipnud  thwpenypwiht - ubjpnuwjphu gwugh  nuungdwi
wpwgnirjwu nt dogpunyejwt Yypw: Unwgwd wpryniupubpp gnyg Gu wwihu Linux
owbipwghnu hwdwlwpgh dhowdwjpnd thwenypwjhu  ubjpnuwht gwugh nwngdwu
(wywnlydwu huwpwynpnipniup’ pwp&pwgubiiny punhwuntp hwojwnpyuwjphu
wpryntuwybinnipniup:
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Ywuwnwpybi £ nGunipuutiph pwzfudwt nwgqdwywpnipniiutiph W nwunigdw wpwgniejw
dholt uwuwh dwupwdwut JGpndnyeyniup, npp eny; wwjhu unwuw] wybh éegphn
wpryntupubipp ubpnuw)hu gwugbipp nunigwubine dwdwuwy:

Pwuwlh puwnbp. hhybpwywpwdbinp, owbipwghnu  dhowdwinp, wpngbliunph
dwdwuwyph pjwuw, hwpenypwiht ubpnuwihtu gwug, batching, completely fair scheduler,
mathplotlib, failover cluster.

WCCJEJIOBAHME MO/JEJH MOBBIEHUSI CKOPOCTH
OBYUEHHWSI HEMPOHHOM CETHU B ONEPALIMOHHOI CUCTEME LINUX

T.B. Isxkamrapsix

Hayuonansnulii nonumexnuueckuti ynusepcumem Apmenuu

B cratbe uccrnemyercss BIMSHUE W3MEHEHHUs IIUTENBHOCTH KBaHTa MPOLIECCOPHOTO
BpeMeHH Ha 3(hPEeKTUBHOCTh 00yUEHUST NCKYCCTBEHHBIX HEHMpOHHBIX ceTeid B cpeae OC Linux.
PaccmarpuBaeTcs CKOpOCTh 0Oy4deHHs] CBEPTOYHONM HEMPOHHOM CETH MpHU  Pa3IUYHBIX
rapaMeTpax BBIYMCIHMTEIBHOIO Kiacrepa. IlomyuyeHHble pe3ynbpTaThl JEMOHCTPUPYIOT
BO3MOKHOCTH ONTHMM3ALUN 00y4YEHHUsS] HCKYCCTBEHHBIX HEMPOHHBIX CeTel B MHOT03aauHON
cpelie, MOBbIIas O0IYI0 BEIYUCIUTENbHYIO 3()(hEKTHBHOCTS.

[IpoBeneH [eTanpHBIM aHaIW3 B3aUMOCBA3M MEXIY CTPAaTETHMSIMH pPAaCHpeIeTIeHUs
PECYpPCOB M CKOPOCTBIO OOYYEHHS, a TaKXKe MPeJIONKEHBI peKoMeH1auu 1mo Hactpoiike OC
Linux cucrem st paboThl ¢ HCKYCCTBEHHBIMH HEHPOHHBIMU CETSIMHU.

Knroueenvie cnoea. xBaHT IMpoueCCOpHOro BPECMCHHU, CBépTO‘lHa}I HeﬁPOHHaH CCTh,
batching, completely fair scheduler, mathplotlib, failover cluster.
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