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Abstract

The paper presents the results of calculations and tests of the developed dataset
expanding algorithm for training a generative-adversarial network. The research was
conducted on two types of malicious software: mimikatz and cring. The boosting method was
chosen as a method for expanding the database of datasets.

The process of expanding the database of datasets was carried out in a granular manner,
using timestamps. Simulation of the algorithm operation at different iterations and
visualization of the results have been carried out.

Key words: augmentation, boosting, training set, machine learning, weight coefficient,
datasets, classification feature, mimikatz.

Introduction

An important place is occupied by the construction of a multi-level complementary
security system to the operation of the network infrastructure. An important element of the
network and infrastructure security architecture is an intrusion detection system (IDS).Various
researchers and scientific communities are conducting research on the creation of an intrusion
detection system based on generative-adversarial networks [1-4].

Generative-Adversarial Network (GAN) is an algorithm based on a combination of two
neural networks one of which generates an object and the other tries to distinguish correct
(«real») objects from incorrect ones. The generating network G (generator) creates (generates)
objects of a specified structure, the discriminating network D (discriminator) draws
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conclusions about the similarity of the generated and true objects [5]. Concept of generative-
adversarial networks was invented by Ian Goodfellow in 2014.

The problems of using the generative adversarial network and the whole concept of
machine learning as a tool for detecting an attack on the Infrastructure are little explored.

It is necessary to distinguish that the generation of malicious software (software) using a
GAN is a difficult task, due to the fact that both malicious and non-malicious software are
implemented on the basis of a single software code base. Research is currently underway to
generate «synthetic» training datasets for a GAN. Various researchers are conducting
research on the research of methods and ways of preparing data, as well as creating methods
for training a GAN to generate «synthetic» datasets of malware and detect it. In particular,
ML researchers widely use the data augmentation method to create «synthetic» datasets
(augmentation - is an increase in the data sample for training through the modification of
existing data [6]).

The relevance of the research is due to the continuous improvement of the means and
methods of attacks on the network infrastructure (NI), including the use of ML. The
conditions for a successful attack on the Infrastructure using ML are considered in [7]. A
substantive research was done on the introduction of certain data sets of malicious traffic into
unencrypted VolP traffic ( Voice over IP, VoIP).

The choice of Internet telephony traffic as a transport for malware is due to several
factors:

» the semantic content of telephone traffic is a priori unknown, which makes it difficult to
analyze it even with «standard» IDS,
» traffic patterns allow an attacker to enter false data that is difficult to detect by IDS.

The scientific novelty of the research lies in the research of the possibility of creating
malware traffic datasets with granular control of the augmentation process. The boosting
method is used as a tool for increasing datasets.

Contflict Setting
It is necessary to carry out a quantitative change (expansion of the base) of training
datasets for a generative-adversarial network without changing their quality.

Research Results

The importance of the ideas of "independence" and "freedom" is also evidenced by the

It is necessary to develop and programmatically implement an algorithm that will
granularly expand training datasets for training GAN.

fulx)= f(x) (1)

where f (x]-original dataset, f, [x]-ﬁnal dataset.

Border conditions: N > &, (& -epoch number), sign > 0, parameters and attributes of
augmented datasets must be within the protocol.

For the correct operation of the algorithm and software, the following datasets are pre-
formed.
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. Initial dataset. It is formed on the basis of VoIP telephony traffic operating over the SIP (
Session Initiation Protocol, SIP) and RTP (Realtime Transport Protocol, RTP) protocols.
As a software for capturing network traffic, a modified low-level library based was used
the open source solution tcpdump.

. Training dataset. Generated on the basis of the initial dataset by injecting malicious
software obtained from open sources into it (was used mimikatz and cring malware from
sources [8,9]).

. Test dataset. Formed on the basis of a training dataset, but with a fixed value for both the
type of malware and its percentage. Checked on online resources [10].Those datasets with
embedded malware that are classified on the resources as malicious were not used in the
training of the GAN (since they were detected by standard protection tools).

. Validation dataset. It is formed on the basis of the initial and test, as well as on the basis
of the initial and training data sets, XOR addition of these data types.

For each dataset, a signature calculation procedure was carried out (by the hashing method).

The developed algorithm is shown in Fig.1.

Initial dataset Training dataset Test dataset
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Fig. 1 The algorithm of the software for granularly expanding training datasets for GAN
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Algorithm operation
step 1 splitting into blocks of input datasets,
step 2,3,4 conversions to JSON format (Java Script Object Notation, JSON), initial (dataset
1), training (dataset 2), test (dataset 3) and validation (dataset 4) datasets,
step 5 setting the boosting time interval,
step 6 dataset augmentation,
step 7 checking the conditions for executing the augmentation algorithm,
step 8,9 verification of the augmented data set and adjustment based on the validation dataset.
Implemented the ability to «track» the state of datasets at a given point in time based on
timestamps,
step 10 filtering the augmented data set from «noise».

Processing, transformation and augmentation of input datasets (block 6 of the
algorithm) is implemented on the basis of the «recurrent neural network with attention»
(RNN) mechanism. The scheme of augmentation of datasets based on a RNN is shown in Fig.
2. Visualized results of generating datasets are is shown in Fig. 3-4.

Initial dataset Training dataset
W
——¢
Timestamps
v
Dataset processor layer

a2 t 3|

Augmented dataset ) 4

@< >D< >D<
® l ‘
Test dataset

Fig. 2 Dataset augmentation mechanism based RNN

where: k...k, test dataset, x,...x, initial dataset, w,...w, training dataset, b...b, timestamp

hash values, «,...c, coefficients (weights) of the primary boosting algorithm, ¢ ....".

biased coefficients (weights) of the boosting algorithm.

«Quality datasets» - are augmented datasets with embedded malware that have been
tested on the virus total resource and not detected by the resource monitoring systems as
malicious software.

Recurrent neural network with attention (attention mechanism) - is a technique used in
recurrent neural networks and convolutional neural networks to search for relationships
between different parts of the input and output data.

62



INFORMATION AND COMMUNICATION TECHNOLOGIES

Bulletin Of High Technology N1(25) 2023.-pp. 59-66.

b=

R.G. Hakobyan, T.V. Jamgharyan

Epoch 1

13

11

H””il”ll”

40 60 g0 m

L=
=
=]

B numbe of <<quality>> datasets W total number of augmented daasets

Fig. 3 Number of generated datasets and number of «quality» datasets (epoch 1)
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Fig. 4 Number of generated datasets and number of «quality» datasets (epoch 2)

Used software and hardware
The hash function was SHA-1 (Secure Hash Algorithm, SHA),
The calculations were performed on the Dell Power Edge T-330 server,
The open source platform asterisk was used as a VoIP telephony server,
The research was conducted in a virtual environment based on the Windows Server 2016
operating system with the preinstalled Hyper-V role,
. The developed software is implemented in the python programming language in the
PyCharm development environment.
An increase in boosting iterations and a timestamp value leads to an increase in the

number of generated data sets, but these datasets are of little use for training a generative
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adversarial network, as they are detected even by «standard» intrusion detection systems as
malware.

An increase in the number of training epochs has a positive effect on the «quality» of
the generated data sets, since with an increase in the training epoch, the number of generated
and «quality» data sets practically coincides. As a disadvantage, it should be noted that an
increase in the number of epochs, increasing the «quality» of the generated datasets, increases
their «noisiness».

An important requirement for training a neural network is to ensure that the training set
is balanced.

The use and input of a timestamp into the set of training datasets made it possible to
granularly detect the moment of «retraining» of the generative-adversarial network.

Only datasets that have been filtered from «noise» are suitable for practical use.

The developed algorithm and software allows, in the presence of the source code of
various malicious software, to create training data for an intrusion detection system based on
ML, increasing the protection of NI.

The initial data of the dataset 1, part of the source code of the developed software and
third-party libraries are presented in the repository to [11].

Conclusion

An increase in the number of training epochs has a positive effect on the «quality» of
augmented datasets, since with an increase in the training epoch, the number of generated and
«quality» datasets practically coincides. As a disadvantage, it should be noted that increasing
the number of epochs and increasing the «quality» of augmented data sets increase their
«noisiness». The use and input of a timestamp into the set of training datasets made it possible
to granularly detect the moment of «overfitting» of the generative-adversarial network. The
developed algorithm and software allow, in the presence of the source code of various
malicious software, to create training data for an intrusion detection system based on machine
learning by increasing the protection of the network infrastructure.
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NCCIEJOBAHME AJITOPUTMA PACHIMPEHUS BA3bl OBYYAIOIIIUX
HABOPOB JIAHHBIX JIJISI TEHEPATUBHO-COCTSI3ATEJIBHOM CETH

Axonsu P.I'., i'kamrapsia T.B.

Hayuonanvnulii nonumexnuueckuti ynusepcumem Apmenuu

B crathe mnpencraBieHbl pe3yibTaThl MCCIEIOBAHMN alIrOpUTMa paclIMpeHus 0a3bl
HAaOOpOB JaHHBIX [UIsi OOydYeHUsi TeHepaTHUBHO-COCTs3aTeNbHOM ceTH. MccnenoBanue
MPOBOJWIIOCH HA JIBYX THUIAX 3JIOBPEAHOTO MPOrpaMMHOro obecrneyenuss mimikatz u cring. B
KayecTBE METOJa pacuIMpeHus 6a3pl HAOOPOB JAaHHBIX BbIOpaH MeToJ OyCTUHTa (npoyedypa
nocne008amenbH020 NOCMPOECHUsL KOMNOZUYUU ATIOPUMMOE MAUUHHO20 00VYeNUsl).

[Ipouecc pacmmpenuss HaOOPOB JAaHHBIX ObUT BBIMOJIHEH TPaHYJSPHBIM CIIOCOOOM C
UCTIOJIb30BaHUEM METOK BpeMeHH. lIpoBeneHO MoaenupoBaHue padOTHI ajIropuT™Ma Hpu
pa3HBIX UTEPALUAX U BU3YyaJIH3alUs PEe3yIbTaTOB.

Knwueevte cnosa: ayrmeHrtanusi, OYCTHHT, T€HEPATHBHO-COCTS3aTelbHAs CETh,
obOyuaromas BbIOOpKa, HAOOP TaHHBIX, MAITHHHOE O0yYCHHE.
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